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Abstract Polar amplification (PA) is a robust feature of contemporary climate change, but its state-
dependence across different climate conditions is poorly understood despite potential relevance to
paleoclimate records and future projections. Here we examine the state-dependence of PA across a wide range
of climate states in an idealized moist general circulation model. We generate a phase space of climate states
with different global-mean surface temperatures and equator-to-pole surface temperature contrasts then
perturb each with longwave radiative forcing. We find that the state-dependence of PA is largely a
superposition of two effects. Firstly, as a consequence of moist thermodynamics, latent energy transport
drives stronger PA in climates with higher global-mean surface temperatures and stronger meridional surface
temperature gradients. On top of this, the ice-albedo feedback amplifies PA in climates where the
climatological ice edge sits within the polar cap.

Plain Language Summary In response to global warming, the polar regions typically warm more
than the tropics; this is called “polar amplification.” Using simplified climate model experiments, we
systematically tested how this polar amplification depends on two fundamental climate properties: the planet's
overall temperature and the temperature difference between equator and poles. We find that polar amplification
becomes stronger in warmer worlds and when temperature contrasts are larger, primarily because the
atmosphere becomes more efficient at transporting energy to the polar regions as warm air holds more moisture.
In addition to this, we find that the melting of ice (which exposes darker oceans underneath) can strengthen polar
amplification if the ice-edge sits within the polar regions.

1. Introduction

The pattern of surface temperature change in response to radiative forcing often has a polar-amplified pattern,
with more warming at high latitudes than low latitudes. Multiple mechanisms can give rise to polar amplification
(PA) under warming, including the effects of sea ice loss, increased atmospheric energy transport, and a locally
destabilizing atmospheric lapse rate feedback (as reviewed by Taylor et al., 2022). Extensive analysis of PA exists
in comprehensive climate model projections of future climate (e.g., Hahn et al., 2021; Hwang et al., 2011;
Winton, 2006), and it appears in both cold paleoclimate states, like the Last Glacial Maximum (Masson-Delmotte
et al., 2006), and hot paleoclimate states, like the Eocene (Henry & Vallis, 2022; Huber & Caballero, 2011). The
ubiquity of PA across vastly different climate states raises fundamental questions about whether the magnitude
and mechanisms of PA depend on the base climate state itself. Understanding such state-dependence is useful for
interpreting paleoclimate records and assessing how PA might evolve as the climate warms.

A common theoretical tool for studying the pattern of surface temperature change is one-dimensional, diffusive
moist energy balance models (MEBMs) (e.g., Bonan et al., 2018; Flannery, 1984; Roe et al., 2015; Rose
et al., 2014). Previous work has shown that MEBMs predict state-dependent PA, with larger PA when the base
state has warmer global-mean surface temperature and/or stronger meridional temperature gradients (Merlis &
Henry, 2018). The MEBM's state-dependence arises because of the well-established state-dependence of latent
energy transport changes (e.g., Caballero & Langen, 2005; Guendelman & Kaspi, 2020; Hahn et al., 2023; Kaspi
& Showman, 2015; Merlis et al., 2022; O’Gorman & Schneider, 2008a). Latent energy transport depends on
meridional moisture gradients and thus derives a state-dependence from the exponential nature of the Clausius-
Clapeyron relationship. In climates that are initially warm and/or have strong meridional temperature gradients,
warming produces a greater increase in meridional moisture gradients and consequently, greater latent energy
transport changes.
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While MEBMs predict state-dependent PA, their simplified representations of atmospheric energy transport
means it is not clear if this prediction holds in more comprehensive models where atmospheric energy transport is
explicitly resolved. Furthermore, it is not clear how spatially-varying, state-dependent temperature and albedo
feedbacks (factors typically neglected in MEBMs) modify the state-dependence of PA. To tackle these questions,
here we move to the next “rung” in climate model hierarchy (Held et al., 2005; Jeevanjee et al., 2017; Maher
et al., 2019) and examine the state-dependence of PA in a series of idealized moist GCM simulations which have
resolved atmospheric energy transport, gray radiative transfer, and a simple representation of the ice-albedo
feedback. The simulations span a range of global-mean temperatures and equator-to-pole temperature con-
trasts and include both past Earth analogs and more exotic climate states. Our focus on state-dependence of PA
extends previous work which has used idealized GCM simulations to shed light on the role of atmospheric
processes in driving contemporary PA (e.g., Feldl & Merlis, 2021; Henry & Merlis, 2019; Langen et al., 2012; Lu
et al., 2022; Merlis et al., 2022).

We proceed as follows: In the next section, we present the idealized GCM model configuration and the results of
the series of simulations where the base-state global-mean surface temperature and equator-to-pole meridional
surface temperature contrast are varied. We then present an analysis of the local atmospheric energy budget,
expressed as a surface warming. The conclusion discusses different ways of combining the local energy budget
components and the role of omitted processes in the idealized GCM.

2. Idealized GCM
2.1. Overview

The idealized aquaplanet GCM used in this work is a configuration of Isca (Vallis et al., 2018) that follows closely
Frierson et al. (2006) and O’Gorman and Schneider (2008b). The representation of physical processes in the
atmosphere is idealized in several ways. The radiation is represented by a gray scheme (no cloud or water vapor
radiative effects) and the “microphysics” is a saturation adjustment to 100% relative humidity using an idealized
formulation of the Clausius—Clapeyron relation with the condensed water assumed to instantaneously fall to the
surface as precipitation (i.e., there are no condensed water phases in the atmosphere). We also only consider
vapor—liquid phase change (i.e., there is no ice in the atmosphere). A simplified Betts-Miller scheme relaxes
convectively unstable profiles toward a moist adiabat with a 2-hr timescale (Frierson, 2007). The insolation, /, is a
time-independent function of latitude, ¢, that approximates a perpetual annual-mean,

1((/,):% 1+%(1 - 3sin*(¢))], @

where S, = 1360 Wm™2, and A, = 1.4 (Frierson et al., 2006). There is no atmospheric absorption of solar ra-
diation. To perturb the climate, the longwave optical depth is increased by 40%, following Henry and Mer-
lis (2019), yielding a global-mean radiative forcing of &~ 20 Wm™2.

The lower boundary condition is a slab ocean with a heat capacity of 20 m of water that allows for rapid
equilibration. We conducted two sets of simulations, one with a fixed surface albedo of 0.22 which suppresses any
ice-albedo feedbacks, and one with a temperature-dependent surface albedo which mimics the ice-albedo
feedback. The temperature-dependent surface albedo, a;, follows Eisenman and Wettlaufer (2009):

ap+oao; ay—aq; T — Tegge
ay(T) = + tanh 2
A1) = 0 (T @
so that a; gradually varies from an open water value, a, to a sea ice value, @;, with smoothness parameter &. We
setag = 0.22, ¢; = 0.5, h = 6 K, and Toqe = —11°C is the temperature at the center of the albedo transition
zone. Note the ice albedo value is low to keep the TOA albedo change similar to Earth's because of the lack of
atmospheric reflection (e.g., clouds are not attenuating the downward shortwave).

Our model does not represent the thermodynamic effects of sea ice, which have previously been shown to
suppress summer warming and enhance winter warming by enabling a seasonal redistribution of energy through
the growth and melting of sea ice (Deser et al., 2010; Feldl & Merlis, 2021; Hahn et al., 2022; Manabe &
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Stouffer, 1980). However, these thermodynamic effects are primarily seasonal and previous work has shown that,
in the annual-mean, the impact of sea ice thinning on polar amplification is small (P.-C. Chung & Feldl, 2024;
England et al., 2022; Feldl & Merlis, 2021). Hence, given that we are examining climates without seasonal cycles,
it is reasonable to represent only the albedo effects of sea ice. Future studies could build on our work by including
sea ice thermodynamics in an idealized GCM and examining the state-dependence of seasonally-varying PA.

All simulations are performed at T42 spectral truncation (= 2.8° horizontal resolution) with 50 vertical levels in
the model's sigma (pressure divided by surface pressure) coordinate and are integrated for 3,000 days. The
analysis is conducted over the final 1,500 days once the simulations have reached steady-state. A prescribed ocean
energy source/sink term allows us to generate a wide range of climate base states, which is described next.

We use a gray radiation scheme—as opposed to Isca's correlated-k radiation scheme, RRTMG (Mlawer
et al., 1997)—to prevent errors associated with out-of-bounds usage of RRTMG (Kluft et al., 2019) when we
explore more extreme climate states. Another approach would be to use a radiation scheme which is validated at
these extreme temperatures, for example, the SOCRATES scheme (Manners et al., 2017). However, using a gray
radiation scheme greatly simplifies the calculation of radiative feedbacks compared to a more comprehensive
scheme like SOCRATES, in addition to minimizing the computational expense.

2.2. Generating a Wide Range of Base States

The use of slab ocean boundary conditions is critical to allow the perturbed climates to develop an energetically
consistent pattern of surface temperature change. Therefore, we need a systematic method for generating control
climates with different global-mean and temperature gradients. To do so, we first perform simulations with
prescribed sea surface temperature (SST) and use the equilibrated surface energy budget to determine the Q-flux
that would generate that climate in a slab ocean simulation. The fixed-SST simulations are run for 1500 days, with
analysis conducted over the final 200 days. Typically, a Q-flux represents the divergence of the vertically in-
tegrated ocean energy transport, which would have zero global mean. Here, because we are using the imposed
Q-flux to alter both the global-mean SST and its meridional structure, the Q-flux can have a non-zero global-mean
value.

Simulations with prescribed sea surface temperature (SST) are performed using the following idealized function:
A
SST(h) =Ty + 5 [3sin*(@) - 1], 3)

with global-mean SST, T, and the equator-to-pole contrast, A,. The imbalance between the net turbulent surface
fluxes F; and the net surface radiation R, determines the Q-flux Q. In other words, the equilibrium surface energy
budget of these prescribed SST simulations is Q@ = F; + R;. This Q can then be prescribed in a slab ocean
boundary condition to reproduce the SST given by Equation 3. The slab ocean model is then perturbed with the
increased longwave optical depth to examine how the pattern of the forced response of surface temperature varies
with the control surface temperature distribution. The global-mean surface temperatures span 270 to 300 K and
the equator-to-pole contrasts span 15 to 90 K.

The climate states explored here include past Earth analogs such as hot, Eocene-like climates with weak equator-
to-pole contrasts (e.g., Henry & Vallis, 2022) and cold climates with strong equator-to-pole contrasts such during
the late Paleozoic (e.g., Judd et al., 2024) or during the Cryogenian (e.g., Pierrehumbert et al., 2011). Our sim-
ulations also include states without obvious analogs in Earth's history, such as very warm climates with strong
equator-to-pole contrasts. However, such climates may exist in an exoplanet context through some combination
of increased insolation/CO, and high planetary rotation rate (e.g., Kaspi & Showman, 2015).

For each fixed-SST simulation used to calculate the Q-flux, we also conduct another fixed-SST simulation with
increased longwave optical depth. The effective radiative forcing is calculated as the difference in top-of-
atmosphere radiation between the fixed-SST simulation with increased optical depth and the control fixed-
SST simulation.

Because of the symmetries of the boundary conditions the simulated climates are zonally and hemispherically
symmetric. We thus average all fields zonally and between the hemispheres and only present results for 0-90°
latitude.
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Figure 1. (a) Zonal-mean surface temperatures in the control simulation, for three values of the global-mean temperature and
equator-to-pole temperature contrast indicated by the colored stars in panels (c and d). (b) Pattern of surface temperature
change for these three base climate states as simulated by the idealized GCM with fixed surface albedo (dashed), and a
temperature-dependent surface albedo (solid). (c and d) The state-dependence of a PA metric (Equation 4) for a wide range of
base climate states, where the global-mean surface temperature (vertical axis) and equator-to-pole surface temperature
contrast (horizontal axis) are varied for. Panel (c) is for the simulations with fixed albedo, and panel (d) is for the simulations
with a temperature-dependent surface albedo. The temperature change patterns and metrics in panels (b—d) are normalized by
the global-mean surface temperature change, and hence have units of KK™!.

3. Simulated State-Dependence of PA
3.1. Idealized GCM Results

Figure 1a shows the control SST profiles for three values of the global-mean surface temperature and equator-to-
pole contrast (shown as stars in Figure 1c); the orange curve represents an approximately “Earth-like” climate,
while the other curves represent climates with the same global-mean surface temperature but much stronger/
weaker equator-to-pole contrasts. Figure 1b shows the change in surface temperature per degree of global-mean
warming in response to increased optical depth for each of these three base states. Dashed lines denote the
simulations with fixed surface albedo, and solid lines denote simulations with a temperature-dependent surface
albedo which mimics an ice-albedo feedback. Visually, it is clear that different base climate states can have very
different amounts of polar amplification. For example, the Earth-like base climate has approximately 1.8 times as
much warming in the polar regions (poleward of 60° latitude) than in the global mean under fixed albedo,
increasing to 2.4 times when an ice-albedo feedback is enabled (Figure 1b, orange line). On the other hand, in a
climate with the same global-mean temperature but a much weaker equator-to-pole contrast, the poles only warm
about 1.3 times more than the global-mean (Figures 1a and 1b, blue line). Ice-albedo feedback affects the degree
of polar amplification substantially in the “Earth-like climate,” but has weaker effects in the illustrative climates
with altered meridional temperature gradients.

To illustrate PA's state-dependence over the full range of simulations, we define a PA metric, PA. This metric is
the difference between a polar cap and tropical average, normalized by the global-mean surface temperature:

“
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with the polar cap bounded by 60° and the tropical average taken within 30° of the equator. Angle brackets denote
an area-weighted global average. The appeal of normalizing by the global-mean surface temperature change is
that there is some state-dependence in this model's climate sensitivity (due to state-dependence of the Planck
feedback): it varies from ~4 to 6K for this change in optical depth. Eliminating this climate sensitivity
variation isolates the pattern of warming.

Figures 1c and 1d shows PA over the range of climates with varied global-mean surface temperature (vertical
axis) and varied equator-to-pole surface temperature contrast (horizontal axis). The simulations with a fixed,
uniform surface albedo are shown in panel c, and the interactive albedo simulations are shown in panel d. In the
absence of an ice-albedo feedback, PA is generally larger in climates with warmer global-mean surface tem-
peratures and/or greater meridional temperature gradients, and these tendencies are largely monotonic
(Figure 1c). This behavior matches the predictions from the previous MEBM theory (Figure S1 in Supporting
Information S1). Simulations including an ice-albedo feedback are broadly similar, but also have enhanced PA
along the locus of climates which connect the upper-left and bottom-right of the phase space. The goal of this
paper is to explain this tendency toward larger PA in warmer climates with stronger equator-to-pole temperature
gradients, and how this is modulated by ice-albedo feedbacks.

4. Local Energy Budget Analysis
4.1. Method

To better understand what drives the state-dependence of PA in our simulations, we follow previous studies (with
the earliest examples being Crook et al., 2011; Feldl & Roe, 2013; Lu & Cai, 2009; Winton, 2006) and evaluate
the local atmospheric energy budget contributions to local temperature change. In this framework, the local
temperature change is a function of the radiative forcing F, local radiative feedbacks 4;, and divergence of the
moist static energy (h) flux:

—F + A(V -{uh}) — AT 24,

a7, _ =P AV (k) — AT )
(p)

with Planck feedback Ap, global mean indicated by (-), and column integral indicated by {-}. The sum over

feedbacks includes the spatially varying component of the Planck feedback, the lapse rate feedback, and the

surface albedo feedback. In comprehensive GCMs, 4; would also include relative humidity and cloud feedbacks.

The vertically integrated divergence of meridional atmospheric energy transport is determined from the steady-
state atmospheric energy budget:

V-{uh}=N-0, (6)

with net radiation N and Q-flux Q (i.e., the sum of the surface energy fluxes). Analogously, the vertically in-
tegrated divergence of meridional latent energy transport is obtained from the precipitation minus evaporation
(multiplied by the latent heat of vapourization); dry energy transport is a residual of the total and latent terms. The
total feedback is calculated using the perturbation TOA budget:

—F + A(V -{uh})
AT, '

s

M) = Q)

The Planck feedback is calculated by an additional online call to the radiative transfer scheme with the tem-
perature field perturbed by 1K uniformly throughout the atmosphere (Merlis et al., 2022). The surface albedo
feedback is calculated using the surface albedo and the top-of-atmosphere insolation—equivalent to downward
surface shortwave because the GCM's atmosphere is transparent to shortwave radiation. The lapse-rate feedback
is calculated as a residual of the total feedback, defined by Equation 7, and the sum of the Planck and surface
albedo feedbacks; the estimated lapse-rate feedback thus includes errors which may arise from non-linearities
neglected by Equation 7.
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Figure 2. Local energy budget analysis of temperature changes versus latitude for five different base state climates. Note that
panels (b) and (e) are identical. Panels (a—c) show the impact of changing equator-to-pole temperature contrast, and panels
(d—f) show the impact of changing global-mean temperature. The colors correspond to different components as indicated in the
legend and described in Section 4.1 and Equation 5. Temperature changes have been normalized by the global-mean warming,

and have the tropical-average removed so as to focus on the contributions to PA following Equation 4. The latitude of the ice-
edge in the control climate, defined as the latitude where SST = T4y, is shown in a gray line at the bottom of each panel.

4.2. Illustrative Cases

Figure 2 shows a select number of local energy budget analyses (Equation 5) for five illustrative climate states
(panels b and e are identical). All temperature changes are normalized by the global-mean temperature change and

have had the tropical-average removed so as to highlight their contribution to 13:&, as defined in Equation 4. The
top row of Figure 2 shows the energy budget decomposition for three values of the equator-to-pole temperature
contrast, at the global-mean surface temperature of 285 K. The bottom row shows the same, but for three values of
the global-mean temperature, at a constant equator-to-pole temperature contrast of 52.5 K.

To orient ourselves, we focus on the approximately “Earth-like” base state (T, = 285K, A, = —52.5K), which
has a polar amplification index of PA ~ 2 KK™!. The radiative forcing is tropically amplified (blue line)
somewhat offsetting polar amplification, while the spatially-varying Planck feedback (green) and the lapse-rate
feedback (red) have a polar amplified structure. The local temperature contributions with the most striking
meridional structure are from the surface albedo feedback (purple) and the changes in the divergence of atmo-
spheric energy transport (orange). The surface albedo feedback contributes a large positive temperature change
which peaks near the latitude where SST = T.q,. = —11°C in the control climate (which is where albedo is
most sensitive to temperature, by Equation 2). This “bump” from the surface albedo feedback is largely, but not
perfectly, offset by an anomalous divergence of atmospheric energy transport (A(V - {u/}) > 0). This anomalous
divergence atmospheric energy transport yields a local cooling response because the temperature contribution
from changes in atmospheric energy transport = A(V -{uh})/{(4p), and (Ap) <0. The lapse-rate feedback is
locally amplified in the vicinity of the surface albedo feedback.
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Looking across climate states we see that the radiative forcing increases between panels (a) and (b) of Figure 2,
but otherwise is not strongly state-dependent. The local temperature change from the spatially-varying Planck
feedback increases strongly with increasing equator-to-pole temperature contrast (Figures 2a—2c), and more
weakly with increasing global-mean surface temperature change (Figures 2d-2f). This can be understood by

noting that, for a gray radiation scheme such as ours, the outgoing longwave radiation perturbation from a unit of

3

L,m) X 1K, with emission temperature 7,,, defined as the level where the longwave optical

warming is ~ (40T,
depth is unity. The gray radiation scheme uses optical depths which are fixed functions of pressure and thus 7,
occurs at a fixed pressure for each latitude (for more details see Frierson et al., 2006). The meridional structure of

T, is generally tied to the meridional structure of surface temperature, such that the contribution of the spatially-

varying Planck feedback to PA scales with the global-mean temperature and equator-to-pole contrast. The
exception to this is for climates with very weak equator-to-pole contrasts, where the spatially-varying Planck

feedback weakly offsets PA because the climatological T,,, is warmer at the poles than the equator (not shown).

The contribution of surface albedo changes to temperature is state-dependent in two key ways. First, the location of
the temperature “bump” induced by surface albedo changes shifts in line with the control climate's ice edge (e.g., as
the ice edge shifts from the pole to the midlatitudes in Figures 2a—2c). Second, the magnitude of the albedo-induced
warming increases as the ice edge moves more equatorward (e.g., compare purple lines in Figures 2d and 2e);
similar behavior was also seen in an early study by Holland and Bitz (2003).

We can gain some analytic insights into the temperature contribution from surface albedo changes by leveraging
our simple formulation of the ice-albedo feedback (Equation 2). Specifically we can derive an estimate for the size
of the surface albedo temperature “bump” at the climatological ice edge (for a derivation, see Text S2 in Sup-
porting Information S1),

d Talbedo
d(Ty)

~ (aoz_h ai) I(<T;s§6)’

®)

edge

where oy = 0.22, o; = 0.5, and & = 6 K, and we have normalized the temperature contribution from surface
albedo changes by the global-mean warming, in keeping with Figure 2. Note that the tropical temperature
contribution from the surface albedo feedback is near zero, so the purple curves in Figure 2 are equivalent
10 dTgibedo/ d(T)-

Equation 8 predicts that the ice-albedo feedback causes a local warming because a; > @ and (1p) < 0. Next, we
can use Equation 8 to get an order-of-magnitude estimate of the local albedo-induced temperature change per
degree of global warming. To do this we note that, for the “Earth-like” climate with T, = 285K and
A, = =52.5K, [(Tegqe) = 185 Wm™ and (Ap) ¥ —4 Wm~2 K~!. Plugging these values into Equation 8 yields
~1 KK™!, in rough agreement with our simulated results in Figure 2. Equation 8 tells us that this value should
scale with @y — a;, and 1/h. Thus, if we had chosen surface albedo to vary more slowly with temperature (larger
h), then the ice-albedo feedback would contribute a smaller temperature change, and if we had chosen parameters
such that @y — «; was larger the ice-albedo feedback would contribute a larger temperature change.

Equation 8 can also explain why the albedo contribution increases in colder climates (smaller 7)) and with
increased magnitude of A, (Figure 2). This is because /(T¢qq.) has same dependence on T and A,; colder cli-
mates with stronger equator-to-pole temperature contrasts have their ice edge closer to the equator and thus and a
larger top-of-atmosphere insolation at that latitude.

The localized temperature “bump” from the surface albedo feedback is largely, but not perfectly, offset by
changes in the divergence of atmospheric energy transport. This cancellation occurs through the dry component of
the energy transport, not the latent component (Figure S2 in Supporting Information S1). This cancellation be-
tween changes in dry transport and the surface albedo feedback has been seen in previous work (e.g., Feldl &
Roe, 2013; Hwang et al., 2011), and can be understood by modeling the divergence of atmospheric dry static
energy transport, V - {us}, as down-gradient diffusion of near-surface temperature,

d
dx

V-{us} = —c, [D(l —x%) ‘ZS], ©)
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Figure 3. Contributions to PA (Equation 4) from the (a) surface albedo feedback, (b) latent energy transport, (c) dry energy
transport, (d) radiative forcing, (e) spatially-varying Planck feedback, and (f) lapse rate feedback. Solid (dashed) lines in
panel (a) illustrate where the SST at the edge of the polar cap (i.e., 60°) is Tegge — 6 & 256 K (Tegqe + 6 & 268 K) in the
control climate.

where x is the sine of latitude, s is the dry static energy, c, is the specific heat at constant pressure, and D is a
diffusivity (e.g., North et al., 1981). The divergence of dry static energy transport is thus proportional to the
Laplacian of T, meaning local perturbations to surface temperature will yield a local compensation through
changes in dry transport. Specifically, a local temperature increase (e.g., through the surface albedo feedback) will
yield an anomalous divergence of dry static energy, which will act to cool the region.

Similarly diffusive arguments for the divergence of latent energy transport have it proportional to the Laplacian of
near-surface specific humidity, g, and thus derives its state-dependence from the Clausius Clapeyron relation.
That is, the latent energy transport contribution to polar temperature change increases with global-mean tem-
perature and equator-to-pole temperature contrast. This is because a 1 K increase in surface temperature yields a
larger change in ¢ at high temperatures than low temperatures (assuming constant relative humidity), so changes
in the meridional gradient of ¢ with warming are larger when the base-state meridional temperature gradient is
larger and/or the global-mean temperature is large.

The lapse-rate feedback is state-dependent in two ways. First, the surface albedo feedback drives low-level
warming and a positive lapse-rate feedback near the ice edge (Feldl et al., 2020). Second, there is a negative
tropical lapse-rate feedback which also enhances PA according to Equation 4. The negative tropical lapse-rate
feedback can be seen in Figure S3 in Supporting Information S1, which shows Figure 2 but without the trop-
ical average removed.

4.3. Energy Budget Contributions to PA Across a Wide Range of Climates

These broad insights hold up if we look across the full range of climate states. Figure 3 shows the contribution to

PA from each of the energy budget terms, as a function of global-mean surface temperature and equator-to-pole
temperature contrast in the control climate state; red colors indicate where the local energy budget component
contributes to more high-latitude warming and blue colors indicate where the local energy budget component
contributes to more low-latitude warming. The sum of the panels in Figure 3 equals Figure 1d.

The latent component of the energy transport has a large state-dependence, and explains the tendency toward
stronger PA in warm climates with stronger equator-to-pole temperature contrasts (Figure 3b); similar behavior is
found in the simulations with fixed surface albedo (Figure S4 in Supporting Information S1). Superimposed on
top of this background tendency, the surface albedo feedbacks also adds a positive contribution to PA along the
locus of climate states connecting the top-left and bottom-right of Figure 3a. In our GCM, the surface albedo
varies strongly with temperature between SSTs of T4, — 6 K and Teye. + 6 K (Equation 2), and the region of
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positive PA in Figure 3a roughly corresponds to climates where the polar cap contains SSTs within this interval
(in the control simulation). This region is indicated by the solid and dashed gray lines in Figure 3a. The surface
albedo contribution to PA is negligible in the upper-right of Figure 3a because those climates are ice-free. It is also
negligible in the lower-left of Figure 3a because these climates have an ice-edge that sits far outside of the polar
cap, an example of such a climate can be seen in Figure 2d. Changes in dry energy transport offset the surface

albedo contribution to PA across the whole phase space (Figure 3c), but the cancellation is imperfect and the sum

of panels (a) and (c) contributes to an increase in ISTA, especially in colder climates with smaller equator-to-pole
temperature contrasts.

The contributions to PA from radiative forcing (Figure 3d), the spatially-varying Planck feedback (Figure 3e), and
the lapse-rate feedback (Figure 3f) exhibit weaker state-dependence than the surface albedo and energy transport
terms. The spatially-varying component of the Planck feedback augments the state-dependence from latent en-
ergy transport. The radiative forcing has a weak state-dependence that somewhat offsets the spatially-varying
Planck feedback (for more discussion, see Text S1 in Supporting Information S1), with the net of these pro-

cesses tends toward stronger PA in warm climates with strong meridional temperature gradients. The contribution

of the lapse-rate feedback to PA is locally enhanced in those climates with a strong surface albedo contribution.
This is easier to see in Figure S5 in Supporting Information S1, which shows the difference in the lapse-rate

contribution to PA in simulations with and without an ice-albedo feedback. The lapse-rate feedback also con-

tributes to PA in very warm, ice-free, climates (the upper right of the phase space) due to the negative tropical
lapse-rate feedback.

5. Conclusion

Polar amplification is a ubiquitous aspect of contemporary climate change, but its potential state-dependence
across climate states is poorly understood. MEBMs suggest that PA should in fact be state-dependent, due to
the dependence of atmospheric energy transport on climatological temperature and temperature gradients
(Caballero & Langen, 2005). However, it is not clear if these predictions hold up in more complex climate
models. Here, we presented the first systematic examination of the state-dependence of PA in GCM simulations
of warming, using an idealized aquaplanet GCM.

Our main result is that PA is state-dependent, and that this state-dependence is largely a superposition of two
effects. First, PA is generally larger in climates with stronger global-mean temperatures and larger equator-to-
pole temperature contrasts. This behavior is a consequence of moist thermodynamics, which leads to a state-
dependence of latent energy transport, and is qualitatively consistent with previous MEBM theory (Chang &
Merlis, 2023; Merlis & Henry, 2018). Second, the ice-albedo feedback amplifies PA in climates where the
climatological ice-edge sits within the polar cap; the contribution of the ice-albedo feedback to local temperature
change can be understood with a simple analytical model (Equation 8).

These two effects explain most of the state-dependence of PA in our simulations, but there is also a small role for
temperature feedbacks. The Planck feedback also contributes to stronger PA in warm climates with strong
equator-to-pole temperature contrasts, an effect which is offset slightly by the state-dependence of radiative
forcing. The lapse-rate feedback contributes positively to PA across all climate states, consistent with previous
work (e.g., Hahn et al., 2021), but exhibits no substantial state-dependence in our simulations. A close analysis of
the zonal-mean structure of temperature change in this set of simulations would be a valuable step toward un-
derstanding the lapse-rate feedback and potential connections to atmospheric energy transport (Cronin & Jan-
sen, 2016; Feldl et al., 2020) across climate states.

‘What do our results imply for the evolution of PA in a warming world? In response to increased CO, we expect an
increase in T, and a weakening of A;, which moves us toward the upper-right of the phase space. Previous work
suggests that, across a wide range of climates, the equator-to-pole temperature contrast, A, weakens at ~0.5-1 K
per degree of global warming (e.g., Caballero & Langen, 2005; Eisenman & Armour, 2024; Kaspi &
Showman, 2015). Hence, our experiments imply that the approximately “Earth-like” case in Figure 1d will see a
reduction in PA with warming. Weaker PA in a warmer world has been reported in recent studies using
comprehensive GCMs (E.-S. Chung et al., 2025; Kay et al., 2024; Zhou et al., 2023), potentially lending support
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to this conclusion. However, any agreement should be taken with a grain of salt given the idealized nature of our
simulations.

The idealized GCM simulations presented here have been useful for probing the basic physics of polar
amplification and its dependence on the background climate state, but in doing so we have omitted important
processes. In particular, our simulations do not include a seasonal cycle or a thermodynamic sea ice model.
Both seasonality and ice thermodynamics are known to shape PA through affecting the growth and thickness
of sea ice (e.g., Feldl & Merlis, 2021), and by affecting the lapse-rate feedback (Hahn et al., 2022). Addi-
tionally, our simulations use a clear-sky, gray radiation scheme, which means that radiative feedbacks from
clouds and moisture are not represented, even though these are also known to influence the degree of PA in
contemporary climate simulations (e.g., Hahn et al., 2021; Kay et al., 2024). Future work could build upon
the simulations conducted here by including more realistic representations of radiative transfer (e.g., Manners
et al., 2017; Williams, 2025a), and sea ice (e.g., Wagner & Eisenman, 2015), and by including seasonality,
realistic geography, and a dynamic ocean. Such a research program would be a fruitful avenue toward un-
derstanding the full state-dependence of polar amplification.
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